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Abstract

We examined expert meteorologists as they created a weather forecast while working in a naturalistic environment.
We examined the type of external representation they chose to examine (a static image, a sequence of static images, or a
dynamic display) and the kind of information they extracted from those representations (static or dynamic). We found
that even though weather is an extremely dynamic domain, expert meteorologists examined very few animations, exam-
ining primarily static images. However, meteorologists did extract large amounts of dynamic information from these
static images, suggesting that they reasoned about the weather by mentally animating the static images rather than let-

ting the software do it for them.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

What kind of external displays do experts use to
extract dynamic information? External displays
are usually either static (a diagram), or dynamic

* Corresponding author. Tel.: +1 202 331 9267.

E-mail addresses: sally@clarifyconcepts.com (S. Bogacz),
trafton@itd.nrl.navy.mil (J.G. Trafton).

! Tel.: +1 202 767 3479.

(an animation). This question is particularly rele-
vant for domains that have a strong spatial com-
ponent to them like scientific reasoning (Schunn
& Anderson, 1999; Trafton, Trickett, & Mintz, in
press; Trickett & Trafton, under review), meteorol-
ogy (Lowe, 1994, 1999; Trafton et al., 2000), and
medical diagnosis (Lesgold et al., 1988).

Research examining the use of static and dy-
namic displays shows mixed results across many
different domains. The problem with static images
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is that they can impose a high working memory
load when the task is to reason about a machine
in motion (Hegarty & Sims, 1994; Narayanan,
Suwa, & Motoda, 1994; Sims & Hegarty, 1997).
However, many studies have found that anima-
tions by themselves do not improve performance
(Byrne, Catrambone, & Stasko, 1999; Mayer &
Anderson, 1991; Palmiter & Elkerton, 1993; Pal-
miter, Elkerton, & Baggett, 1991; Rieber, Boyce,
& Assad, 1990) unless they provide more infor-
mation than static images (Pane, Corbett, &
John, 1996; Tversky, Morrison, & Betrancourt,
2002).

The finding that animations by themselves do
not improve performance has led many researchers
to question their usefulness (Palmiter & Elkerton,
1993; Pane et al., 1996), suggesting that animations
should be used only in very limited situations, i.e.
only when necessary and when the animation is
not too difficult to use (Betrancourt & Tversky,
2000). But most of these studies have been per-
formed in laboratory settings (e.g., Kaiser, Proffitt,
Whelan, & Hecht, 1992; Palmiter et al., 1991) or
use tasks specially crafted to show animated or sta-
tic pictures (e.g., Pane et al., 1996; Rieber, 1991).
There have been very few studies that have looked
at how (or why) domain experts use animations in
complex, dynamic domains. What happens, for
example, when experts in a dynamic domain have
a choice of whether to use static or animated
images? What type of images do they look at,
and what type of information do they extract from
these images? How do they use this information to
help them solve problems?

Most researchers in the technology field believe
that animations are an important tool that can
help us to understand complex domains. For this
reason, animations have been used in recent years
to teach procedures in HCI (Palmiter & Elkerton,
1993), to teach computer science algorithms (By-
rne et al., 1999) to teach how something works
(Mayer & Anderson, 1991; Pane et al., 1996),
and to understand other complex dynamic sys-
tems, like the weather (Lowe, 1999). Indeed, the
prevalent feeling in this body of literature is that
animations should be better than static images be-
cause, by a principle of congruence, animations
should be a natural medium for conveying infor-

mation about change, just as graphics are a natu-
ral way for conveying information about space
(Tversky et al., 2002).

One domain that seems tailor made for the use
of animations is meteorological forecasting. The
forecaster has to determine the dynamics of past
and current weather and predict what (if anything)
will change in the future. So animations should be
useful to forecasters because the domain they work
in forces them to explicitly consider the relation
between directional movements over time and
space (Rieber, 1990; Rieber & Kini, 1991), as well
as real-time changes (Tversky et al., 2002).

Previous studies that have examined the fore-
casting process have shown that meteorologists
use a wide range of information to do their job:
static images, observations of the data, satellite
pictures, computational weather models, display
loops, textual information and dopplar radar
(Hoffman, 1991; Trafton et al., 2000). Most weath-
er web sites present information in the form of
both static and animated displays.

In the study discussed below, participants were
skilled Naval meteorologists. One of their primary
sources for weather displays and other information
was the Fleet Numerical Meteorology and Ocean-
ography Center (FNMOC) website (www.fnmoc.
navy.mil). This website had a portal with links to
different displays, as shown in Fig. 1.

Using this portal, the forecaster could view a
static image by clicking on the button marked
“000 in the row marked “TAU”. He would see
something similar to Fig. 2, which shows relative
vorticity (or atmospheric swirl) for the present
time.

Fig. 2 shows a NOGAPS weather model out-
put for 4/29/2002. 7 is TAU which refers to the
time in the future for which this weather model
will be valid. The zero in this case means that it
is a “prediction” of the current weather. The dis-
play shows pressure at 500 mb and the amount of
relative vorticity or wind spin. The original is in
color.

Alternatively, he could view a series of images
showing vorticity at different times (present time,
12 h into the future, etc.), by clicking on the button
marked “all”’ to the left under “TAU”’, and would
see something similar to Fig. 3.


http://www.fnmoc.navy.mil
http://www.fnmoc.navy.mil
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FNMOC WXMAP Model: NOGAPS

Tlme (now) and
hours in the
future

Area: North DTG: 2002082912
America

500 hPa Heights
[m] and Rel.
Vort [10-5 s-1]

all

©

Fig. 1. An example of a FNMOC portal with choices of different types of display.

Fig. 3. An example of a sequence of images: FNMOC
NOGAPS 2002042900 500 hPa Heights (m) and Rel. Vort
(107% s~ maps for all times.

Forecasters could scroll through these figures
after they appeared in a browser or other window.
Sequences were always a series of static pictures of
the weather that started at a specific time and pro-
jected forward in equal time increments (typically
6 or 12 h) into the future.

Finally, forecasters could view an animation of
vorticity changing over time by clicking on the
button marked “Loop”’, where he would see some-
thing similar to Fig. 4.

So in their normal work environment, fore-
casters had a choice about what type of display
to look at. In this study, we examine what
happens when forecasters can choose what to
look at, by focusing on expert meteorologists
as they create a weather report in naturalistic
surroundings.
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Fig. 4. An example of an animation: FNMOC NOGAPS
2002042900 500 hPa Heights (m) and Rel. Vort (107> s~!) maps
for Java Movie. The green (gray in print) arrow indicates that
this sequence of images was put into a repeatedly cycling loop.

2. Method

The experiment examined how expert meteorol-
ogists made forecasts in a complex work environ-
ment that simulated the situation on board ship.

2.1. Participants

All forecasters were Naval or Marine
Corps forecasters and forecasters-in-training. The
participants were representative of the range of
expertise and training typically found for Naval
METOC (METeorological and OCeanographic)
forecasters. *

Two individuals participated in each session,
playing the role of local forecasters on the ship.
They worked in pairs, with the more experienced
individual acting as lead forecaster and the less
experienced as technician or forecaster-in-training.
Each forecaster provided talk-aloud protocols
(Ericsson & Simon, 1993). The data for this study
consists of the utterances made by the expert fore-
caster of each of these pairs (N =7), who had an
average of 11 years of forecasting experience. Each
forecaster had prepared over 100 weather forecast-
ing briefs the previous year.

2 All forecasters were men, so male pronouns will be used
throughout this paper to refer to them.

2.2. Apparatus and setting

The experimental sessions took place in a large
room. On one side of the room, two Windows-NT
workstations were arranged side by side for the
forecaster and technician. Video recorders were
positioned to capture the forecasters’ and techni-
cians’ computer screens, with a third one posi-
tioned to capture the interactions between the
two forecasters.

Two subject-matter experts (SME) stood be-
hind the forecasters and took notes about what
the forecasters were doing. On the opposite side
of the room were three workstations that were
used as the regional center under the supervision
of a senior METOC officer. All communications
between the simulated shipboard and the simu-
lated Regional Center were carried out via a chat
tool called IRC Chat that all participants were
familiar with.

2.3. Forecasting tools

The forecasters frequently used two programs
to visualize the weather data: Joint METOC Viewer
(JMV) and a World Wide Web browser. JMV
allows weather model data to be visualized in vari-
ous ways: as a still, single image, as a sequence of
images showing the same meteorological informa-
tion separated by time (e.g., 0,6,12,18,24 h into
the future) and as an animation which consisted of
the sequence of images put into a loop that cycled,
repetitively, as shown in Figs. 2-4. The World Wide
Web browser allows forecasters to view satellite
images as well as METAR (aviation routine weath-
er report) and terminal acrodrome forecast (TAF)
text from various websites. Satellite images could
also be static or dynamic.

It should be noted that information that is dis-
played by all major meteorological web sites (e.g.,
FNMOC, NOAA) shows identical information in
different ways: static pictures, sequences, or ani-
mated sequences of pictures. So all animations that
a forecaster could look at had the same informa-
tion as their static or sequence counterparts. What
most systems do in order to animate meteorologi-
cal information is to generate the individual con-
secutive displays and animate them by presenting
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them quickly, as though the user were flipping
through a flip-chart. This method is used to display
almost all time-sequence meteorological products,
including global weather, local weather and satel-
lite imagery.

2.4. Procedure

The task was to prepare a written brief for an
airplane flown from an aircraft carrier to a destina-
tion 12 h in the future (the destination was Whid-
bey Island, Washington State). The brief was to
cover the entire round trip and the forecasters were
asked to provide specific weather information for
departure, en-route, destination and alternate
airfields. In order to do this, forecasters had to
determine detailed qualitative and quantitative
information about the weather conditions. This
task was a very familiar one for the forecasters.

Each session began with a description of the
task by an experienced Navy forecaster, giving
destination, times and other information. Fore-
casters created briefs using PowerPoint or wrote
the information down on paper. The forecaster
served as leader during the session, requesting
information from the technician as needed.

Forecasters were given 2 h to complete their
forecast and brief. Everyone completed the task
within the time allotted. If time allowed, the fore-
caster presented his brief at the end of the session.
All sessions were concluded with a debriefing dur-
ing which the experimenter had an opportunity to
ask questions and the participants had an opportu-
nity to give feedback to the experimenters.

2.5. Coding scheme

The forecasters’ utterances were transcribed and
coded, and the external representations they used
were noted by examining the sessions on videotape
with an audio soundtrack.

2.5.1. Coding of external representations
Forecasters used many data sources. Satellite
images and JMV displays were very commonly
used, but forecasters also examined Skew-Ts (tem-
perature profiles at a particular location), ME-
TAR and TAF text as well as several other

Table 1

Sample coding scheme of external representations

Category Example

Picture COAMPS/San Diego/18Z (6 p.m. Zulu time is
6 p.m. Greenwich mean time or GMT)

Sequence NOGAPS/Whidbey Is./0Z (midnight GMT), 6Z
(6 a.m. GMT),12Z,18Z, 24Z

Animation  Intellicast/Satellite loop

Text Port Angeles METAR text page

displays. Each time the forecaster examined a dis-
play, it was coded (see Table 1).

The external representations were categorized as
a picture (a still weather map or satellite image), a
sequence (a sequence of weather maps or satellite
images separated by equal time intervals), an ani-
mation (the sequence of weather maps or satellite
images put into a continuously cycling loop) or fext
(METAR and TAF text reports) (see Figs. 2-4).

2.5.2. Utterance coding

Utterances were categorized for weather-related
extractions. Remarks made by the forecaster
about goals, military matters or astronomical
observations were excluded unless they contained
information about the weather. In addition, utter-
ances that were not related to information gleaned
from displays shown on the forecaster’s screen,
such as questions that tutored the technician
(“Did you interpret it correctly off the TAF?”) or
extraneous information (e.g., how to find a NO-
GAPS product on the Internet) were also
excluded. Each of the remaining utterances was
coded for its dynamic content.

2.5.3. Dynamic and static utterances

Utterances were coded for their dynamic or sta-
tic content. Static utterances described the weather
at one location at a specific time. Dynamic utter-
ances captured change across time or space. These
included utterances where change was implied
rather than specifically stated: For example, “It’s
going to be valid after 13:45Z” or “So everything
from like 12Z on put a broken on at about 500
feet”. Both of these statements are describing con-
ditions for a particular period of time, implying
that outside that time-frame, conditions change.
Examples can be found in Table 2.
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Table 2
Sample coding scheme of static and dynamic weather utterances

Category Example utterances
Static Whidbey has a ceiling of 4500 broken

Mostly sunny afternoon, 70, 75 Seattle
Dynamic 24 h from now, definitely a lot of precipitation

moving into the area
There’s a frontal system approaching the area
producing precipitation

To ensure reliability of coding, one author
coded the entire dataset and the other author
coded 25% of it. The two coders agreed 87% of
the time: k¥ = .76, p < .001. Disagreements were re-
solved by discussion.

3. Results and discussion

This section focuses on forecasters’ use of ani-
mations and the implications for reasoning in a
complex dynamic domain. Given a choice, do fore-
casters use animations? Do dynamic images help
forecasters reason about the weather?

3.1. Overview

The forecasters looked at an average of 21.4
external representations each. They extracted infor-
mation from these external representations an aver-
age of 5.3 times per representation. These numbers
are probably an underestimate of the amount of
information extracted because utterances were not
coded when the forecaster was tutoring the techni-
cian, which happened fairly frequently.

3.2. External representations

Forecasters had a choice of what image to look
at. There were four categories: picture, sequence,
animation and text. Fig. 5 shows how often (in per-
centages) the forecasters looked at each type of
image (see light bars).

Notice that forecasters made almost no use of
animations. Instead, forecasters chose to look at
pictures (which are static images) most of the time,
7*(3) = 70.32, p < .001, Bonferroni adjusted »* sig-
nificant at p < .001.

60
50 | |D Looking m Dynamic Utterances

40
30
20
10

0

Percentages

Picture Sequence Animation Text

Display

Fig. 5. The percentage of dynamic utterances and percentage of
different types of display examined.

What is puzzling about this result is that anima-
tions were just as available for use as sequences,
pictures or text. Does this lack of animation use
mean that meteorologists were not thinking
dynamically when forecasting? We examined this
question by looking at the types of utterances (sta-
tic or dynamic) that forecasters made while looking
at different kinds of display.

3.3. Utterances

We found that forecasters were thinking
dynamically about the weather for a substantial
proportion of the time: 35% of the forecasters’
utterances were dynamic. Thus forecasters made
little use of animated images, but talked dynami-
cally about the weather for over a third of the
time. It could be that most of the dynamic utter-
ances were made while examining the (relatively
rare) animated images or the (slightly more com-
mon) sequences of images. However, Fig. 5 dem-
onstrates (see dark bars) that forecasters made
dynamic utterances constantly, with the rate of
production of dynamic utterances being approxi-
mately proportional to display use. So because
forecasters did not use animations, they also direc-
ted very few dynamic utterances towards them.

4. General discussion
When expert meteorological forecasters made

weather predictions, they examined static rather
than animated displays of data. Forecasters
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preferred to use static displays even though there
were many dynamic displays available and they
knew how to use them. They used the static dis-
plays even though they were thinking dynamically
about the weather. And they produced dynamic
utterances at the same rate as they looked at each
type of display.

These results are not surprising if you read the
large body of literature showing that, in laboratory
settings, there is very little advantage to using ani-
mations when they contain the same amount of
information as static displays (Byrne et al., 1999;
Rieber et al., 1990). But technology designers,
who believe that animations are an important tool
in helping us to understand complex domains, will
be surprised. Animations should be better than sta-
tic images at describing the weather, because ani-
mations show change over time (e.g., the
“Principle of Congruence”; Tversky et al., 2002).
Isn’t that what forecasters want to know?

Our research indicates, however, that a dynamic
animation is not the preferred method of retrieving
dynamic information about the weather. This
agrees with other research showing that people
do not perform better or learn more when using
a dynamic display. Explanations for this lack of ef-
fect include the idea that animations impose a high
workload (Lowe, 2000), a lack of knowledge about
how we integrate internal and external representa-
tions (Scaife & Rogers, 1996), comprehension dif-
ficulty (Tversky et al., 2002), difficulty in
perceiving (Kaiser et al., 1992) and difficulty in
use (Betrancourt & Tversky, 2000).

How does an expert forecaster extract that dy-
namic information from static displays? Consistent
with other research on static displays (e.g., Hegarty
& Sims, 1994), we believe that forecasters animate
static displays (or parts of the displays) mentally,
and use that information to create a dynamic men-
tal representation of atmospheric dynamics, e.g.,
how a front would move. Or they blend different
weather models to create a dynamic mental repre-
sentation of the most probable path for a weather
system. Our best guess as to why our expert partic-
ipants did not use animations is that these meteo-
rologists had enough expertise to be able to
memorize critical global features, but needed to
see the details which are visible only in static

images. If they mentally animated the static dis-
plays, this would have given them control over
the mental images they created, enabling them to
“set in motion” any relevant details. It is clear,
however, that not only is it possible for experts to
extract dynamic information from static displays,
but that it is their preferred method of doing so.
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